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The Bernstein operator on the standard k-simplex and other analogous k-variate
operators allow for a probabilistic representation in terms of the successive increments
of a real valued superstationary stochastic process (a notion introduced in the paper)
starting at the origin and having nondecreasing paths. For this class of operators,
we obtain estimates of the best constants in preservation of the first modulus of
continuity corresponding to the l1 -norm, and in preservation of classes of functions
defined by concave moduli of continuity. We also show that, in some special cases,
such best constants do not depend upon the dimension k. To show our results, we
use probabilistic tools such as couplings and Wasserstein distances for multivariate
probability distributions. The general results are applied to the computation of the
aforementioned constants for several classical multivariate operators. � 1999 Academic

Press

1. INTRODUCTION AND MAIN RESULTS

Throughout this paper, I (k) (k=1, 2, ...) will denote the convex subset
of Rk given by

I (k) :=[x=(x1 , ..., xk) # I k : x1+ } } } +xk # I],

where I is either the interval [0, 1] or the interval [0, �) (obviously, in the
first case, I(k) is the standard k-simplex, whilst, in the second case, I (k)
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coincides with Ik), and M (k) will be the set of all real nonconstant
measurable functions defined on I (k) such that

|( f ; $)<�, $�0,

where |( f ; } ) stands for the usual modulus of continuity of f with respect
to the l1 -norm on Rk (the only norm to be used here), i.e.,

|( f ; $) :=sup[ | f (x)& f (y)|: x, y # I(k), &x&y&�$],

with

&x& := :
k

i=1

|xi |, x :=(x1 , ..., xk) # Rk.

On the other hand, let | be a nonnull real function defined on [0, �)
which vanishes at zero and is nondecreasing and concave (these conditions
imply that | is continuous on (0, �) and subadditive). Such a function will
be called a concave modulus of continuity (c.m.c., for brevity). We shall
denote by M (k)

| the class of functions

M (k)
| :=[ f # M(k): |( f ; } )�|( } )].

The class M (k)
| was introduced by Nikol'skii [18, 19] (see also the book

by Korneichuk [16]). In the important particular case corresponding to
the c.m.c. |: given by

|:($) :=$:, $�0 (: # (0, 1]),

M (k)
|:

is the Lipschitz class of order : (and constant 1).
Let T be a nonempty set (usually the set of natural numbers, the interval

(0, �), or a suitable set of multiindices (see Section 5 below)) and let
[L(k)

t : t # T] be a family of positive linear operators assigning a real
function on I (k) to each f # M (k). The problem of investigating the preser-
vation of global smoothness by the operators L(k)

t can be described as the
problem of finding sharp estimates (even better, the exact value) of the
C-constants and the D-constants defined by

C (k)
t ($) := sup

f # M (k)

|(L(k)
t f ; $)

|( f ; $)
, $>0, t # T,

D(k)
t (|) :=sup

$>0

sup
f # M |

(k)

|(L(k)
t f ; $)

|($)
, t # T,

and of the corresponding uniform constants (in $, t, etc.).
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Problems of this kind have been considered by several authors in the last
decade (see, for instance, [1, 2, 5�8, 15] and the references therein). How-
ever, until now, the problem of estimating the D-constants has been only
discussed for Lipschitz classes, that is, for the moduli of continuity |:

above.
In the present paper, we obtain estimates of the C-constants and the

D-constants for families [L(k)
t : t # T] of k-dimensional operators allowing

for a probabilistic representation of the following type: There exists a
double-indexed stochastic process Z :=[Zt(x): x # I, t # T] defined on a
complete probability space (0, F, P) which fulfills the three conditions

(A) All the random variables Zt(x) are I-valued and integrable.

(B) For each t # T, we have Zt(0)=0 a.s.

(C) For all t # T and x, y # I with x� y, we have Zt(x)�Zt( y) a.s.,

and such that

L(k)
t f (x)=Ef (Z(k)

t (x)), x # I (k), t # T, (1)

where E denotes mathematical expectation, Z(k)
t (x) is the I (k)-valued

random vector

Z(k)
t (x) :=(Z(k)

t, 1 (x), ..., Z(k)
t, k (x)),

whose components are given by the increments

Z(k)
t, j (x) :=Zt \ :

j

i=1

xi+&Zt \ :
j&1

i=1

xi+ , j=1, ..., k (2)

(�0
i=1 xi being understood as 0) and f is any real function on I (k) for

which the right-hand side in (1) is well defined. In particular, it is easy to
check that L(k)

t f is well defined for every f # M(k).
This mathematical framework is general enough to include many families

of multivariate positive linear operators usually considered in the literature
on approximation theory. Take, for instance, I=[0, 1], T :=[1, 2, ...], and
let Z :=[Zn(x): x # I, n�1] be the process defined by

Zn(x) :=
1
n

:
n

i=1

1[0, x](Xi), (3)

where [Xi : i�1] is a sequence of independent and on the interval [0, 1]
uniformly distributed random variables, and 1A denotes the indicator func-
tion of the set A. Then, the random vector nZ(k)

n (x) has the multinomial
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distribution with parameters n, x (see [13]), and L(k)
n becomes the classical

Bernstein operator over the standard k-simplex I (k), i.e.,

L(k)
n f (x) := :

u # Un

f \u
n+

n !
>k

i=0 u i !
`
k

i=0

xui
i , (4)

where

x0 :=1& :
k

i=1

x i , u0 :=n& :
k

i=1

u i ,

and Un is the set of all k-tuples of nonnegative integers u :=(u1 , ..., uk) such
that �k

i=1 ui�n. Additional examples can be found in Section 5 below.
For univariate operators of the above type, the problem of global

smoothness preservation has been considered in several works [1, 2, 5]. In
a recent paper, Adell and Pe� rez-Palomares [5] provide interesting charac-
terizations of the constants C (1)

t ($) and D(1)
t (|:) in terms of the stochastic

process Z, in the case in which it satisfies the following additional assumption:

(D) For each t # T, the process [Zt(x): x # I] has stationary increments,
i.e., for all x, y # I with x� y, the random variables Zt( y)&Zt(x) and
Zt( y&x)&Zt(0) have the same probability distribution.

They concretely show the following theorem, in which W } X denotes the
standard ``ceiling'' function, i.e.,

WxX :=the smallest integer not less than x, x # R. (5)

Theorem A. Assume that the process Z satisfies conditions (A)�(D).
Then, for every t # T, we have

(a) C (1)
t ($)=E WZt($)�$X=��

i=0 P(Zt($)>i$), $ # I&[0].

(b) D(1)
t (|:)=sup$ # I&[0] E(Zt($)�$):, : # (0, 1].

In the same work, the authors succeed in finding the exact values of
C (1)

t ($), D(1)
t (|:), sup$>0 C (1)

t ($), etc., for a number of well known
univariate Bernstein-type operators, by combining the preceding formulae
with the particular properties of the processes used to represent the
operators.

Our first result extends Theorem A(b) to general concave moduli of
continuity. Although the proof is essentially the same as for |: , we include
the details for the sake of completeness.
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Theorem 1. Under the same assumptions as in Theorem A, we have, for
every t # T and every c.m.c. |,

D(1)
t (|)= sup

$ # I&[0]
E \|(Zt($))

|($) + .

Proof. Let t # T and | be fixed. Let f # M (1)
| , $ # I&[0] and x, y # I

with 0< y&x�$. Using successively (1) together with (B), the hypothesis
on f, assumptions (C), (D), (B) and again assumption (C), we have

|L(1)
t f ( y)&L(1)

t f (x)|�E | f (Zt( y))& f (Zt(x))|�E|(Zt( y)&Zt(x))

=E|(Zt( y&x)&Zt(0))

=E|(Zt( y&x))�E|(Zt($)).

We conclude that

|(L(1)
t f ; $)�E|(Zt($))=E \|(Zt($))

|($) + |($),

and, therefore,

D(1)
t (|)� sup

$ # I&[0]
E \|(Zt($))

|($) + .

The converse inequality follows from the fact that | # M (1)
| , and we have,

for all $ # I&[0],

|(L(1)
t |; $)�|L(1)

t |($)&L(1)
t |(0)|=E|(Zt($))&|(0)=E|(Zt($)).

This completes the proof of Theorem 1. K

In the investigation of the multivariate operators L(k)
t given in (1), new

technical problems arise, and we have found it necessary, on the one hand,
to distinguish the two cases I=[0, 1] and I=[0, �), and, on the other
hand, to replace assumption (D) on Z by the more restrictive condition

(D$) For each t # T, the process [Zt(x): x # I] is superstationary.

(On these points, see Lemma 2 and Remark 3 below.) To the best of our
knowledge, the notion of a superstationary process, as it is defined in
Section 2 below, is new in the literature on probability theory. Section 2
also contains some results concerning superstationary processes which will
be used in the paper.

Using the above notations and concepts, our main results can be
summarized as follows.
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Theorem 2. Let t # T, $>0 and let | be a concave modulus of continuity.
Assume that the process Z satisfies conditions (A)�(C). Then:

(I) The sequences [C (k)
t ($): k�1] and [D(k)

t (|): k�1] are non-
decreasing.

(II) Assume, further, that Z satisfies condition (D$). We have

(IIa) If EZt(x)�}tx (with }t>0), then, for all k�1,

C (k)
t ($)�1+}t , D(k)

t (|)�sup
$>0

|(}t $)
|($)

.

(IIb) If I=[0, �), then, for all k�1,

C (k)
t ($)=C (1)

t ($), D(k)
t (|)=D(1)

t (|).

The proof of Theorem 2 is given in Section 4. It is based on Lemma 2 (in
Section 3) concerning couplings and Wasserstein distances for multivariate
probability distributions associated with superstationary processes. Finally,
Section 5 contains applications of the preceding results to some well-known
families of multivariate operators.

2. SUPERSTATIONARY PROCESSES

The following definition introduces the notion of a superstationary
stochastic process.

Definition. A real-valued stochastic process [S(x): x # I] is called
``superstationary'' if it satisfies the following condition: For each k=1, 2, ...
and each finite family I of pairwise disjoint subintervals of I having the
form

I :=[(aij , bij]: 1�i�k, 1� j�ri],

where r1 , ..., rk are arbitrary natural numbers, the k-dimensional random
vector (S1 , ..., Sk) given by

Si := :
ri

j=1

(S(bij)&S(a ij)), 1�i�k,

has the same probability distribution as (S$1 , ..., S$k), where, for 1�i�k,

S$i :=S \ :
i

j=1

xj+&S \ :
i&1

j=1

x j+
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and

xi := :
ri

j=1

(bij&aij).

In other words, the distribution of (S1 , ..., Sk) depends on the family I

only through the vector (x1 , ..., xk).

Remark 1. Obviously, every superstationary process has stationary
increments. Therefore, condition (D$) implies condition (D).

Remark 2. It is easy to check that any stochastic process having
stationary independent increments is superstationary. On the other hand,
for each n�1, the process [Zn(x): x # [0, 1]] constructed in (3) to repre-
sent the Bernstein operator is superstationary. To see this, observe that if
X1 , ..., Xn are the same as in (3), and A1 , ..., Ak are pairwise disjoint Borel
subsets of [0, 1] whose respective lengths (Lebesgue measures) are x1 , ..., xk ,
then the random vector (S1 , ..., Sk) with

Si := :
n

j=1

1Ai
(Xj), i=1, ..., k,

has the multinomial distribution with parameters n, x1 , ..., xk . This
argument applies, in particular, to the sets

Ai := .
ri

j=1

(a ij , b ij], i=1, ..., k,

when

I :=[(aij , bij]: 1�i�k, 1� j�ri],

is the same family as in the definition of a superstationary process.

The following proposition (in which J also denotes either the interval
[0, 1] or the interval [0, �)) provides a method to construct new super-
stationary processes from given ones. Both Proposition 1 and its subsequent
corollary will be useful in Section 5 below.

Proposition 1. Let S :=[S(v): v # J] and V :=[V(x): x # I] be two
independent superstationary processes defined on the same probability space.
Assume further that V satisfies the following two conditions:

(a) For each x # I, the random variable V(x) takes values in J.

(b) For all x, y # I with x< y, we have V(x)�V( y) a.s.

Then, the process W :=[S(V(x)): x # I] is superstationary.
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Proof. Let k�1, let

I :=[(aij , bij]: 1�i�k, 1� j�ri],

be a finite family of pairwise disjoint subintervals of I (r1 , ..., rk being
arbitrary natural numbers), and let (W1 , ..., Wk) be the k-dimensional
random vector given by

Wi := :
ri

j=1

(S(V(bij))&S(V(a ij))), 1�i�k.

From assumptions (a) and (b) on V, the random subintervals of J

(V(aij), V(bij)], 1�i�k, 1� j�r i ,

are pairwise disjoint a.s. Therefore, by independence and the supersta-
tionarity of S, the probability distribution of (W1 , ..., Wk) depends on I

only through the distribution of the random vector (X1 , ..., Xk), where

Xi := :
ri

j=1

(V(bij)&V(aij)).

From the superstationarity of V, we conclude that the distribution of
(X1 , ..., Xk), and consequently that of (W1 , ..., Wk), depends on the family
I only through the vector (x1 , ..., xk), where

xi := :
ri

j=1

(bij&aij).

This completes the proof. K

The following corollary is immediate.

Corollary 1. Let S :=[S(x): x # I] be a superstationary process and
let V be any I-valued random variable independent of S and defined on the
same probability space. Then, the process [S(xV): x # I] is superstationary.

3. COUPLINGS AND WASSERSTEIN DISTANCES

In what follows, we will denote by U&V the fact that U and V are
random vectors having the same probability distribution.

Let X and Y be two integrable k-dimensional random vectors not
necessarily defined on the same probability space. Each Rk_Rk-valued
random vector (U, V) such that U&X and V&Y is called a ``coupling'' for

165BEST CONSTANTS



(X, Y). The (l1 -)Wasserstein distance between (the probability distributions
of) X and Y (relative to the l1 -norm & }&) is defined by

d(X, Y) :=inf E &U&V&, (6)

where the infimum is taken over all the couplings for (X, Y). It is well-
known that the infimum in (6) is attained (see, for instance, [11]). If the
infimum is attained at (X*, Y*), then we say that this random vector is an
``optimal coupling'' for d(X, Y).

From the definition, it is clear that

d(X, Y)�&EX&EY&,

where EX=(EX1 , ..., EXk) (Xi being the ith component of X). The follow-
ing lemma characterizes the case in which the equality takes place. It
generalizes [3, Lemma 1].

Lemma 1. Let X and Y be two integrable k-dimensional random vectors
and let (X*, Y*) be a coupling for (X, Y). Denote by X i* (resp. Yi*) the ith
component of X* (resp. Y*). Then, the following two conditions are equivalent:

(a) For each fixed i # [1, 2, ..., k], we have Xi*�Yi* a.s. or Yi*�Xi*
a.s.

(b) (X*, Y*) is an optimal coupling for d(X, Y) and d(X, Y)=
&EX&EY&.

Proof. The conclusion is easily derived by using the following elemen-
tary fact: Given an integrable random variable X, the equality E|X|=|EX|
holds true if and only if we have either X�0 a.s. or X�0 a.s. Details are
omitted. K

The following result will play a crucial role in the proof of Theorem 2(II).

Lemma 2. Let Z be the same process as in Theorem 2(II), and let t # T
and k�1 be fixed. For all x, y # I(k), we have

d(Z(k)
t (x), Z(k)

t (y))=&EZ(k)
t (x)&EZ(k)

t (y)&= :
k

i=1

EZt( |x i& yi | ), (7)

where xi (resp. yi) is the ith coordinate of x (resp. y). Furthermore, if I=[0, �),
there exists an optimal coupling (X*, Y*) for d(Z(k)

t (x), Z(k)
t (y)) such that

&X*&Y*&&Zt(&x&y&). (8)

Proof. The second equality in (7) directly follows from assumptions
(A)�(C) on Z and the fact that, by assumption (D$), the process [Zt(x): x # I]
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has stationary increments. By Lemma 1, to show the first equality in (7),
we only need to construct a coupling for (Z(k)

t (x), Z(k)
t (y)) satisfying the

requirements in Lemma 1(a). For i=1, ..., k, denote by

ui :=min(xi , yi),

vi :={x i& y i

0
if xi� yi

otherwise
wi :={y i&xi

0
if xi< yi

otherwise.

Let U :=(U1 , ..., Uk), V :=(V1 , ..., Vk) and W :=(W1 , ..., Wk) be the k-dimen-
sional random vectors whose respective j th components ( j=1, 2, ..., k) are
given by

Uj :=Zt \ :
j

i=1

ui+&Zt \ :
j&1

i=1

ui+ ,

Vj :=Zt \ :
k

i=1

ui+ :
j

i=1

vi+&Zt \ :
k

i=1

ui+ :
j&1

i=1

vi+ ,

Wj :=Zt \ :
k

i=1

ui+ :
j

i=1

w i+&Zt \ :
k

i=1

u i+ :
j&1

i=1

wi+ .

We claim that the random vector (U+V, U+W) is a coupling for
(Z(k)

t (x), Z(k)
t (y)) satisfying the requirements in Lemma 1(a). To show

this, we firstly observe that the 2k subintervals of I

\ :
j&1

i=1

ui , :
j

i=1

ui& , j=1, 2, ..., k, (9)

\ :
k

i=1

ui+ :
j&1

i=1

vi , :
k

i=1

ui+ :
j

i=1

v i& , j=1, 2, ..., k, (10)

are pairwise disjoint, and, moreover, for j=1, 2, ..., k, we have that uj+
vj=xj . We therefore conclude from assumption (D$) that U+V&Z(k)

t (x).
Analogously, we also have that U+W&Z(k)

t (y), showing that (U+V,
U+W) is a coupling for (Z(k)

t (x), Z(k)
t (y)). On the other hand, by

assumption (C), the components of U, V and W are (a.s.) nonnegative random
variables and, for each fixed j=1, 2, ..., k, we have either Vj=0 or Wj=0
according to xj< yj or xj� yj . This shows the claim and completes the
proof of (7).

Finally, we show (8). If I=[0, �), we can take the random vector
(X*, Y*) given by

X* :=U+V, Y* :=U+W$,
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where U and V are the same as above, and W$ :=(W$1 , ..., W$k) is defined
by

W$j :=Zt \ :
k

i=1

(ui+vi)+ :
j

i=1

w i+&Zt \ :
k

i=1

(ui+v i)+ :
j&1

i=1

wi+ ,

for j=1, ..., k. It is seen as before that (X*, Y*) is an optimal coupling for
d(Z(k)

t (x), Z(k)
t (y)). Moreover, since the 3k subintervals of [0, �) given in

(9), (10) and

\ :
k

i=1

(ui+vi)+ :
j&1

i=1

wi , :
k

i=1

(ui+vi)+ :
j

i=1

wi & , j=1, 2, ..., k

are pairwise disjoint, we have from assumption (D$)

&X*&Y*&= :
k

j=1

(Vj+W$j)&Zt \ :
k

j=1

(v j+wj)+&Zt(0)

=Zt(&x&y&)&Zt(0). (11)

By assumption (B), we obtain (8), and the proof of Lemma 3 is complete.

Remark 3. In the preceding proof, assumption (D$) is used to guarantee
(11) and the facts that the random vectors (U+V, U+W) and (X*, Y*) are
couplings for (Z(k)

t (x), Z(k)
t (y)). When k�2, these facts cannot be derived

from the less restrictive assumption (D) which is basically a one-dimensional
condition, and does not contain any information about the distribution of
multidimensional random vectors whose components are increments of the
process [Zt(x): x # I]. On the other hand, the direct analogue of relation
(8) does not remain valid if [0, �) is replaced by [0, 1], k�2 and &x&y&>1.
Actually, in such a case, the right-hand side in (8) is not defined. In the
same direction, observe that the construction of W$, as done in the last
part of the preceding proof, makes sense if and only if �k

j=1 (uj+vj+wj)=
�k

j=1 max(xj , yj) # I.

4. PROOF OF THEOREM 2

Let t # T, k�1, and $>0 be fixed, and let |( } ) be a c.m.c. .

Proof of (I). To show that

C (k)
t ($)�C (k+1)

t ($) and D(k)
t (|)�D(k+1)

t (|), (12)
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we define a positive linear operator H in the following way: For any real
function f on I (k), Hf is the real function on I (k+1) given by

(Hf )(x1 , ..., xk+1) := f (x1 , ..., xk).

It is clear that H is injective and fulfills the following conditions:

|(Hf ; } )=|( f ; } ),

H(M (k))/M(k+1),

H(M (k)
| )/M (k+1)

| ,

L(k+1)
t (Hf )=H(L(k)

t f ), f # M(k).

From these facts, the inequalities in (12) immediately follow.

Proof of (IIa). Let x, y # I (k) with &x&y&�$, and let (X*, Y*) be an
optimal coupling for d(Z(k)

t (x), Z(k)
t (y)). Then, for any f # M (k),

|L(k)
t f (x)&L(k)

t f (y)|=|Ef (X*)&Ef (Y*)|

�E | f (X*)& f (Y*)|

�E|( f ; &X*&Y*&). (13)

Using successively the standard inequality

|( f ; a$)�[1+a] |( f ; $), a, $�0,

formula (7) and the hypothesis EZt(x)�}tx, we have

|L(k)
t f (x)&L(k)

t f (y)|�{1+
E &X*&Y*&

$ = |( f ; $)

�{1+
}t &x&y&

$ = |( f ; $)

�[1+}t] |( f ; $),

implying that

C (k)
t ($)�1+}t .

On the other hand, if f # M (k)
| , we have from (13) and Jensen's inequality

|L(k)
t f (x)&L(k)

t f (y)|�E|(&X*&Y*&)

�|(E &X*&Y*&)

=
|(E &X*&Y*&)

|($)
|($).
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Combining this fact with formula (7), the assumption on the expectation of
Zt(x) and the nondecreasing character of |( } ), we conclude that

D(k)
t (|)�sup

$>0

|(}t $)
|($)

.

Proof of (IIb). In view of Theorem A(a), Theorem 1 and part (I)
above, we only need to show that

C (k)
t ($)�E �Zt($)

$ | and D(k)
t (|)�sup

$>0

E \|(Zt($))
|($) + , (14)

where W } X is the function defined in (5). To do this, let x, y # I (k) with
&x&y&�$, and, recalling that I=[0, �), let (X*, Y*) be a coupling for
(Z(k)

t (x), Z(k)
t (y)) satisfying (8). Proceeding as in the proof of part (IIa),

we can write for any f # M (k)

|L(k)
t f (x)&L(k)

t f (y)|�E|( f ; &X*&Y*&)

=E|( f ; Zt(&x&y&))

�E|( f ; Zt($)),

the last inequality by assumption (C) on Z. Therefore

|(L(k)
t f ; $)�E|( f ; Zt($)), (15)

and, using the estimate

|( f ; a$)�WaX |( f ; $), a, $�0,

we conclude that

|(L(k)
t f ; $)�E �Zt($)

$ | |( f ; $),

showing the first inequality in (14). On the other hand, if f # M (k)
| , we

have from (15)

|(L(k)
t f ; $)�E \|(Zt($))

|($) + |($),

which establishes the second inequality in (14). The proof of Theorem 2 is
complete.
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Remark 4. Let C(I(k)) be the set of all real continuous functions on
I(k) and define C� (k)

t ($) in the same way as C (k)
t ($) with M (k) replaced

by M(k) & C(I (k)). It is shown in [5] that

C� (1)
t ($)=C (1)

t ($), t # T, $>0.

From this fact and the above proof, it becomes apparent that all the asser-
tions in Theorem 2 concerning the constants C (k)

t ($) remain true when
each C (k)

t ($) is replaced by the corresponding C� (k)
t ($).

5. APPLICATIONS

In this section, we obtain the values of C (k)
t ($), D(k)

t (|), sup$>0 C (k)
t ($),

etc., for seven well-known families of multivariate operators. Examples
(A)�(D) correspond to operators on the standard k-simplex (I=[0, 1]),
while examples (E)�(G) refer to operators on [0, �)k (I=[0, �)). In
examples (A), (B), and (E)�(G), we make use of the results given in [5]
for the respective univariate operators.

(A) Bernstein Operators on Standard Simplices. As it is said in
Section 1, the operator L(k)

n given in (4) is associated to the process
Z :=[Zn(x): x # [0, 1], n�1], where Zn(x) is the uniform empirical distri-
bution function described in (3). This process fulfills conditions (A)�(C)
and (D$) (Remark 2). Moreover, we have

EZn(x)=x, x # [0, 1], n�1. (16)

It is shown in [5] that, for every n=1, 2, ...,

sup
$>0

C (1)
n ($)=2.

We therefore conclude from Theorem 2 that

sup
$>0

C (k)
n ($)=2, n, k�1. (17)

We claim that, for all n, k�1 (and any c.m.c. |), we have

D(k)
n (|)=1. (18)

Actually, from (16) and Theorem 2(IIa), we obtain

D(k)
n (|)�1.
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On the other hand, by Theorem 2(I) and Theorem 1, we have

D(k)
n (|)�D(1)

n (|)�E \|(Zn(1))
|(1) +=1,

the last equality by the fact that Zn(1)=1 (a.s.). The claim is shown.

Remark 5. The equality (17) was already obtained in [7] by using a
different approach. In [5], it is shown that D(1)

n (|:)=1 (n�1, : # (0, 1]).
The inequality D(k)

n (|:)�1 (n, k�1, : # (0, 1]) was established in [15]
(see also [8] for a different proof), but it should be observed that the
probabilistic proof in [15, p. 313] is not correct. Actually, it is based upon
the following claim: For x, y # I (k), there exists a 2k-dimensional random
vector having the multinomial distribution with parameters n, u1 , ..., uk ,
|x1& y1 |, ..., |xk& yk |, where ui :=min(xi , yi) (i=1, ..., k). However, such
a probability distribution does not exist if �k

i=1 ui+�k
i=1 |xi& yi |>1 (in

particular, if &x&y&>1).

(B) Multivariate Beta Operators. Let Z :=[Zt(x): x # [0, 1], t>0] be
the double-indexed stochastic process given by

Zt(x) :=
Utx

Ut
,

where [Ut : t�0] is a standard gamma process, i.e., a stochastic process
starting at the origin, having stationary independent increments, and such
that, for t>0, the random variable Ut has the gamma distribution with
density

gt(%) :=
%t&1e&%

1(t)
, %>0. (19)

The process Z obviously fulfills conditions (A)�(C) and, using the proper-
ties of gamma distributions, it is not hard to check that it also satisfies
condition (D$) (see, for instance, [20, pp. 458 and 481]). In this case, I (k)

is the standard k-simplex, as in the preceding example. Denote by I
%
(k) and

�I (k) the interior and the boundary of I (k), respectively. If t>0 and x=
(x1 , ..., xk) # I

%
(k) , then the k-dimensional random vector Z(k)

t (x) given in
(2) has the Dirichlet distribution with density

dt(x; %1 , ..., %k) :=
1(t)

>k
i=0 1(txi)

`
k

i=0

%txi&1
i , (%1 , ..., %k) # I

%
(k) ,
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where

x0 :=1& :
k

i=1

x i , %0 :=1& :
k

i=1

% i

(see [14, 20]), and we have

L(k)
t f (x)=| } } } |

I(k)
f (%1 , ..., %k) dt(x; %1 , ..., %k) d%1 } } } d%k ,

while, for x # �I (k) , the distribution of Z(k)
t (x) is singular with respect to

the k-dimensional Lebesgue measure. In particular, if x is a vertex of I(k),
then Z(k)

t (x)=x a.s., so that L(k)
t f interpolates f at the vertices of I (k).

The one-dimensional operator L(1)
t is the beta operator introduced by

Mu� hlbach [17]

L(1)
t f (x)={�1

0 f (%) dt(x; %) d%,
f (x),

x # (0, 1)
x=0, 1.

As in example (A), we have EZt(x)=x, (t>0, x # [0, 1]), and the facts

sup
$>0

C (k)
t ($)=2, t>0, k�1,

and

D(k)
t (|)=1, t>0, k�1,

can be shown by using the same arguments as in the preceding example.

(C) Multivariate Stancu Operators. The multivariate Stancu operator
[21, 22] L(k)

n, a (a being a nonnegative parameter) on the standard k-simplex
I(k) is defined by

L(k)
n, a f (x) := :

u # Un

f \u
n+

n !
>k

i=0 u i !
>k

i=0 x(ui , a)
i

1(n, a) ,

where Un , x0 and u0 are the same as in (4), and

v(l, a) :={> l&1
j=0 (v+ ja)

1
if l�1
if l=0.

For a=0, this operator becomes the Bernstein operator (example (A)). In
the case a>0, we have that L(k)

n, a is the composition

L(k)
n, a =;(k)

a&1 b L(k)
n, 0 ,
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where ;(k)
t denotes the k-variate beta operator in example (B), and a

suitable probabilistic representation for it is constructed as follows: Let
[Xn : n�1] be a sequence of independent and on the interval [0, 1]
uniformly distributed random variables, and let [Ut : t>0] be a standard
gamma process independent of the preceding sequence and defined on the
same probability space. Set

Sn(x) :=
1
n

:
n

i=1

1[0, x](Xi), x # [0, 1],

Va&1(x) :=
Uxa&1

Ua&1
, x # [0, 1],

and

Zn, a(x) :=Sn(Va&1(x)), x # [0, 1].

By examples (A) and (B), and Proposition 1, the process [Zn, a(x): x #
[0, 1]] fulfills conditions (A)�(C) and (D$). It is not hard to check that,
for all n�1 and x # I (k), the k-dimensional random vector nZ(k)

n, a (x)
(where Z(k)

n, a (x) is given by (2)) has the appropriate Dirichlet compound
distribution [13] in order that

L(k)
n, a f (x)=Ef (Z(k)

n, a (x)).

We claim that

sup
$>0

C (k)
n, a ($)=2, n, k�1, (20)

and

D(k)
n, a (|)=1, n, k�1. (21)

Since

EZn, a(x)=x, n�1, x # [0, 1] (22)

(and Zn, a(1)=1 a.s.), (21) follows in the same way as (18). To show (20),
observe that, from (22) and Theorem 2(IIa), we obtain

sup
$>0

C (k)
n, a ($)�2, n, k�1.
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On the other hand, for all n�1, $ # (0, 1), we have

E �Zn, a($)
$ |�P(Zn, a($)>0)+P(Zn, a($)=1)

=1& `
n&1

i=0

1&$+ia
1+ia

+ `
n&1

i=0

$+ia
1+ia

.

Letting $ A 1, we conclude from Theorem 2(I) and Theorem A(a) that

sup
$>0

C (k)
n, a ($)�sup

$>0

C (1)
n, a ($)�2, n, k�1,

completing the proof of the claim.

(D) (Modified) Multivariate Bernstein�Durrmeyer Operators. Denote by
B(k)

n and ;(k)
t the Bernstein operator (example (A)) and the multivariate

beta operator (example (B)) on the standard k-simplex I(k), respectively.
The operator on I (k) given by the composition

L(k)
n :=B(k)

n b ;(k)
n , n�1,

is the modification introduced by Goodman and Sharma [12] of the multi-
variate Bernstein�Durrmeyer operator (see [9, 10] and the references
therein). It turns out that [L(k)

n : n�1] is the sequence of k-variate operators
associated (via (1)) to the stochastic process [Zn(x): x # [0, 1], n�1]
given by

Zn(x) :=Vn(Sn(x)),

where Vn(x) and Sn(x) are the same as in example (C). It is clear that the
process fulfills conditions (A)�(C) and (D$). Moreover, for all n�1 and
$ # [0, 1], we have

Zn(1)=1 a.s.,

E(Zn($))=$,

P(Zn($)>0)=P(Sn($)>0)=1&(1&$)n,

and

P(Zn($)=1)=P(Sn($)=1)=$n.
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Therefore, the same arguments as in example (C) show that

sup
$>0

C (k)
n ($)=2, and D(k)

n (|)=1,

for all n, k�1 (and every c.m.c. |).

(E) Multivariate Gamma Operators. Let Z :=[Zt(x): x�0, t>0] be
the double-indexed stochastic process given by

Zt(x) :=
xUt

t
,

where [Ut : t�0] is the same standard gamma process as in example (B).
It is immediate that the process Z satisfies the assumptions in Theorem
2(IIb). For k�1, t>0 and x=(x1 , ..., xk) # I (k)=[0, �)k, we have from
(2) and (1)

Z(k)
t (x)=

xUt

t
,

and

L(k)
t f (x)=|

�

0
f \x1 %

t
, ...,

xk%
t + gt(%) d%,

where gt(%) is defined in (19). It is shown in [5] that

C (1)
t ($)=|

�

0 �%
t | gt(%) d%, t>0, $>0,

sup
t>0

C (1)
t ($)=2, $>0,

D(1)
t (|:)=

1(t+:)
t:1(t)

, t>0, : # (0, 1],

and

sup
t>0

D(1)
t (|:)=1, : # (0, 1].

By Theorem 2(IIb), these results immediately extend to the multivariate
operator L(k)

t .
We claim that (for any c.m.c. |)

sup
t>0

D(1)
t (|)=1,
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and, therefore, by Theorem 2(IIb)

sup
t>0

D(k)
t (|)=1, k�1.

Using that EZt(x)=x (t>0, x�0), we have by Theorem 1 and Jensen's
inequality

D(1)
t (|)�1, t>0.

On the other hand, the strong law of large numbers for the standard
gamma process implies that Zt(x) � x a.s., as t � �, (x�0). Therefore, by
Theorem 1, Fatou's lemma and the continuity of | in (0, �), we have

sup
t>0

D(1)
t (|)�sup

$>0

lim inf
t � �

E \|(Zt($))
|($) +�sup

$>0

E \lim inf
t � �

|(Zt($))
|($) +=1.

(F) Multivariate Sza� sz�Mirakyan Operators. Let Z :=[Zt(x): x�0,
t>0] be the double-indexed stochastic process given by

Zt(x) :=
Ntx

t
,

where [Nt : t�0] is a standard Poisson process. It is clear that Z satisfies
conditions (A)�(C). Moreover, for each t>0, the process [Zt(x): x�0]
has stationary independent increments. Therefore, according to Remark 2
above, Z also satisfies condition (D$). The mentioned properties of [Zt(x):
x�0] also imply that the components of the k-dimensional random vector
Z(k)

t (x) given in (2) are independent random variables, so that the
associated operator L(k)

t is actually the tensor product of k copies of the
univariate operator L(1)

t which is analytically given by

L(1)
t f (x)=e&tx :

�

i=0

f (i�t)
(tx) i

i !
, t>0, x�0.

Combining Theorem 2(IIb) with the results in [5] for L(1)
t , we obtain

C (k)
t ($)=|

t$

0
e&x :

�

i=0

xwit$x

wit$x!
dx, t, $>0, k�1

(where wax indicates the ``floor'' or integral part of a),

sup
t>0

C (k)
t ($)=sup

$>0

C (k)
t ($)=2&

1
e

, t, $>0, k�1,
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and

D(k)
t (|:)=1, t>0, : # (0, 1], k�1.

On the other hand, since

EZt(x)=x, t>0, x�0,

and (by the law of large numbers)

lim
t � �

Zt(x)=x a.s., x�0,

the same arguments as in example (E) yield

sup
t>0

D(k)
t (|)=1, k�1,

for every c.m.c. |.

Remark 6. Recalling that the multivariate Sza� sz operator L(k)
t is a

tensor product, the inequality D(k)
t (|:)�1 also follows from the results in

[15, p. 314].

(G) Multivariate Baskakov Operators. Let Z :=[Zt(x): x�0, t>0] be
the double-indexed stochastic process given by

Zt(x) :=
NxUt

t
,

where [Nt : t�0] is a standard Poisson process and [Ut : t�0] is a standard
gamma process independent of the former and defined on the same probability
space. Then, Z satisfies conditions (A)�(C) and, by Corollary 1, it also satisfies
condition (D$). It is not hard to check that, for k�1, t>0 and x=(x1 , ..., xk)
# I (k)=[0, �)k, the k-dimensional random vector tZ(k)

t (x) defined in (2)
has the negative multinomial distribution with parameters t, x (see [13]),
and the associated operator L(k)

t is therefore given by

L(k)
t f (x)= :

v # V

f \v
t+

1(t+�k
i=1 vi)

1(t) >k
i=1 vi !

>k
i=1 xvi

i

(1+�k
i=1 x i)

t+� k
i=1 vi

,

where V is the set of all k-tuples of nonnegative integers v :=(v1 , ..., vk).
The univariate operator L(1)

t is the celebrated Baskakov operator. The
multivariate operator L(k)

t has been considered in [4] in connection with
the problem of monotonic convergence under convexity. It is interesting to
observe that L(k)

t can be written as the composition of the operators in
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examples (E) and (F) above. As in these examples, Theorem 2(IIb), together
with the results in [5] for L(1)

t , yields

C (k)
t ($)=|

$

0
:
�

i=0

1
B(t, wit$x+1)

xwit$x

(1+x)wit$x+t+1 dx, t, $>0, k�1

(where B( } , } ) is the standard beta function),

sup
t, $>0

C (k)
t ($)=2, k�1,

D(k)
t (|:)=

1(t+:)
t:1(t)

, t>0, : # (0, 1], k�1,

and

sup
t>0

D(k)
t (|:)=1, : # (0, 1], k�1.

Finally, using the same arguments as in examples (E) and (F), it can be
readily shown that

sup
t>0

D(k)
t (|)=1, k�1,

for every c.m.c. |.

Remark 7. Lemma 2 is also of interest in probability theory since it
gives the exact Wasserstein distance between two k-dimensional probability
distributions associated with a superstationary process. In particular, from
the examples (A), (B), (F) and (G) in this section, we have that

d(X, Y)=t &x&y&,

if X and Y have (negative) multinomial distributions with parameters t, x
and t, y, respectively, and

d(X, Y)=&x&y&,

if X and Y have Dirichlet (or Poisson) distributions with parameters x and
y, respectively.
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